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Jets in the Wild
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Jets in the Detector

Jets are the only available high energy experimental QCD object

mjj ∼ 2.55TeV, pt1
= 420GeV, pt2

= 320GeV[Phys. Rev. Lett. 35: 1609 (1975)]



NNLO dijets at the LHC

Jet Cross Sections

Many process of interest at LHC involve at least one jet in the final state:

pp→ jj(j), H + j(j), V + j(j), tt̄(j), γ + j

Cross sections accurately measured and presented in differential form, e.g.

I single jet inclusive in pT and |y|
I exclusive dijet in mjj and y∗
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Figure 4: Dijet double-differential cross section as a function of dijet mass, binned in half the absolute
rapidity difference between the two leading jets, y∗ = |y1−y2|/2. The results are shown for jets identified
using the anti-kt algorithm with R = 0.4. For convenience, the cross sections are multiplied by the factors
indicated in the legend. The data are compared to the NLOJET++ prediction using the CT10 PDF set.
The light-shaded bands indicate the uncertainty on the theory prediction. The error bars indicate the
statistical uncertainty on the measurement, and the dark-shaded bands indicate the quadratic sum of
the experimental systematic uncertainties, dominated by the jet energy scale uncertainty. There is an
additional overall uncertainty of 3.9% due to the luminosity measurement that is not shown.
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Experimental Uncertainties

I JES uncertainty ∼1% for pT > 150 GeV central jets

I translates to < 10% uncertainty on single jet incl. cross section

I onus on theory community to better this

6! 6 / 7!JEC performance in 2011 data! CMS JetMET group!

JEC uncertainty!
! " JEC uncertainty compares favorably to 2010 uncertainty at |!jet|<2.5!

! " Uncertainty below 1% for pT = 150-600 GeV in barrel at |!jet|<1.3!
! " Dominant uncertainties at |!jet|<1.3 pile-up (low pT), jet flavor (medium pT), extrapolation (high 

pT)!
! " At 2.5<|!jet|<3 dominant uncertainties time-dependence and (out-of-time) pile-up; these will be!
 improved in 2012 with better calibration and fewer time slices for HCAL reconstruction!

2012 JEC status Approval Plots Conclusions Jet Corrections

Jet Energy Correction Uncertainties

Uncertainties comparable to 2010, 2011.
Pile-up uncertainties increasing due to higher average pile-up.
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The CMS collaboration JEC 11 / 12

[CMS DP -2012/012][CMS DP -2012/006]
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Constraining PDFs

Single jet inclusive x-sec, constrain PDFs, in particular the gluon at large x
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Measuring αs

Can use single jet inclusive x-sec to fit:
I αs(MZ)
I running coupling
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Siegfried Bethke: The 2009 World Average of αs 11

The presence of correlated errors, if using the equations
given above, is usually signalled by χ2 < ndf . Values of
χ2 > ndf , in most practical cases, are a sign of possibly
underestimated errors. In this review, both these cases are
pragmatically handled in the following way:

In the presence of correlated errors, described by a
covariance matrix C, the optimal procedure to determine
the average x is to minimise the χ2 function

χ2 =

n∑

i,j=1

(xi − x)(C−1)ij(xj − x) ,

which leads to

x =


∑

ij

(C−1)ijxj





∑

ij

(C−1)ij




−1

and

∆x2 =


∑

ij

(C−1)ij




−1

.

The choice of Cii = ∆x2
i and Cij = 0 for i "= j re-

tains the uncorrelated case given above. In the presence
of correlations, however, the resulting χ2 will be less than
ndf = n − 1. In order to allow for an unknown common
degree of a correlation f , the method proposed in [61] will
be applied by choosing Cij = f ×∆xi×∆xj and adjusting
f such that χ2 = n − 1.

For cases where the uncorrelated error determimation
results in χ2 > ndf , and in the absence of knowledge which
of the errors ∆xi are possibly underestimated, all individ-
ual errors are scaled up by a common factor g such that
the resulting value of χ2/ndf , using the definition for un-
correlated errors, will equal unity.

Note that both for values of f > 0 or g > 1, ∆x
increases, compared to the uncorrelated (f = 0 and g = 1)
case.

4.2 Determination of the world average

The eight different determinations of αs(MZ0) summarised
and discussed in the previous section are listed in ta-
ble 1 and are graphically displayed in figure 5. Apply-
ing equations 14, 15 and 16 to this set of measurements,
assuming that the errors are not correlated, results in
an average value of αs(MZ0) = 0.11842 ± 0.00063 with
χ2/ndf = 5.4/7.

The fact that χ2 < ndf signals a possible correlation
between all or subsets of the eight input results. Assuming
an overall correletion factor f and demanding that χ2 =
ndf = 7 requires f = 0.23, inflating the overall error from
0.00063 to 0.00089.

In fact, there are two pairs of results which are known
to be largely correlated:

– the two results from e+e− event shapes based on the
data from JADE and from ALEPH use the same theo-
retical predictions and similar hadronisation models to

0.11 0.12 0.13
!!    ((""    ))s Z

Quarkonia (lattice)

DIS  F2 (N3LO) 

#-decays (N3LO)

DIS  jets (NLO)

e+e– jets & shps (NNLO) 

electroweak fits (N3LO) 

e+e– jets & shapes (NNLO) 

$ decays (NLO)

Fig. 5. Summary of measurements of αs(MZ0). The vertical
line and shaded band mark the final world average value of
αs(MZ0) = 0.1184 ± 0.0007 determined from these measure-
ments.

correct these predictions for the transitions of quarks
and gluons to hadrons. While the experimental errors
are uncorrelated, the theoretical uncertainties may be
assumed to be correlated to 100%. The latter accounts
for about 2/3 to 3/4 of the total errors. An appropriate
choice of correlation factor between the two may then
be f = 0.67.

– the QCD predictions for the hadronic widths of the
τ -lepton and the Z0 boson are essentially identical, so
the respective results on αs are correlated, too. The
values and total errors of αs(MZ0) from τ decays must
therefore be correlated to a large extend, too. In this
case, however, the error of one measurement is al-
most entirely determined by the experimental error
(Z0-decays), while the other, from τ -decays, is mostly
theoretical. A suitable choice of the correlation factor
between both these results may thus be f = 0.5.

Inserting these two pairs of correlations into the error
matrix C, the χ2/ndf of the averaging procedure results
in 6.8/7, and the overall error on the (unchanged) central
value of αs(MZ0) changes from 0.00063 to 0.00067. There-
fore the new world average value of αs(MZ0) is defined to
be

αs(MZ0) = 0.1184 ± 0.0007.

For seven out of the eight measurements of αs(MZ0),
the average value of 0.1184 is within one standard devi-
ation of their assigned errors. One of the measurements,
from structure functions [45], deviates from the mean value
by more than one standard deviation, see figure 5.

The mean value of αs(MZ0) is potentially dominated
by the αs result with the smallest overall assigned un-
certainty, which is the one based on lattice QCD [26]. In
order to verify this degree of dominance on the average
result and its error, and to test the compatibility of each
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FIG. 4: Global weighted αS(M2
Z) average (green band) to-
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Z) values (with asymmetric uncertain-

ties) obtained in all the (pT; |y|) bins used in the combination.

of inputs with similar uncertainties.
We have also tested the stability of these results when

using non-Gaussian distributions for the experimental
systematic uncertainties. When using log-normal distri-
butions, the nominal values obtained from the averages
in individual |y| bins are very similar to the ones us-
ing Gaussian distributions, while some small changes are
seen in the asymmetric uncertainties. For the result of
the combination in all the (pT; |y|) bins, both the nom-
inal value and the uncertainties are very similar to the
ones obtained for Gaussian distributions.

D. Minimisation of a “standard” χ2 with
correlations

This procedure minimises a χ2 with correlation (see
Eq. 2), using the covariance matrix in Fig. 2(c) as input,
and yields

α
χ2

min
S = 0.1165+0.0033

−0.0033.

This result has a smaller experimental uncertainty com-
pared to the previous averaging procedure. This is not
surprising, since the Gauss-Markov theorem guarantees
it to have the smallest variance, among all the weighted
averages with the sum of weights equal to unity (see sec-
tion IV C). However, the central value obtained here is
questionable, since the weights of this average strongly
rely on the exact knowledge of the bin-to-bin correlations
and are not well behaved. Indeed, a large fraction (al-
most half) of the weights of the individual pT bins in this
average are smaller than zero. The χ2/dof in this case is
about 0.53, slightly smaller comparing to the one in the
previous weighted average (as expected).

Looking at the similar averages computed in individ-
ual |y| bins, they are in the range between 0.1100 and
0.1243, several of them being outside the range of the

corresponding input values. This is due to the same bad
behaviour of the weights, some of which are negative,
while some others are larger than one. At the same time,
the χ2/dof computed in the individual |y| bins (where
more than one pT bin is used in the average) are between
0.20 and 0.93.

E. Simultaneous fit of αS(M2
Z) and the luminosity,

using a modified χ2

As explained in section IV C 4, two modified χ2 defi-
nitions (at the cross section and αS level, respectively)
were introduced, treating the luminosity uncertainty as
nuisance parameter. The main goal here is to test some-
what better behaved definitions of the χ2 with correla-
tions.

An approximate effective dependence of αAv
S on lumi-

nosity shifts is needed in order to define the χ2 at the
αS level, given in Eq. 6. In order to establish this depen-
dence, a global relative shift corresponding to one stan-
dard uncertainty of the luminosity was performed, for all
the cross section measurements. The first weighted av-
erage in section V C, using the total experimental uncer-
tainty in each (pT; |y|) bin, was rederived. The induced
variation of the weighted average yielded, within a linear
approximation, the effective αAv

S (βL) dependence (see
Eq. 6).

Fig. 5 shows the result of the scans of the modified
χ2 values, as a function of αS(M2

Z) and the luminosity
shift parameter βL. It shows the total χ2 values, together
with their sub-components, from the comparison between
data and theory, as well as from the luminosity shift (see
section IV C 4).

The partial χ2 from the comparison between data and
theory, computed at the αS level, exhibits a degeneracy
between αS and βL (see Fig. 5, top left). This is ex-
pected since, for this partial χ2, a value obtained for a
given αAv

S (βL) corresponds to a combination of αS and
βL values (cf. Eq. 6 which, for a fixed αAv

S (βL), admits an
infinity of solutions). The degeneracy is removed when
adding the constraint on the luminosity shifts, which fixes
the minimum of the global χ2 at βL = 1. Therefore, the
minimal value of the global χ2 is equal to the minimal
value of the partial χ2 from the comparison between data
and theory, and it is obtained for αS(M2

Z) = 0.1175. One
should recall, however, that the covariance matrix used
here in the computation of the partial χ2 from the com-
parison between data and theory is not complete, as the
luminosity uncertainty is treated as a separate nuisance
parameter. This explains the difference comparing to the
result obtained from the minimisation of the “standard”
global χ2, in the previous subsection.

The degeneracy between αS and βL, seen for the partial
χ2 from the comparison between data and theory, com-
puted at the αS level, is absent for the partial χ2 com-
puted at the cross section level (see Fig. 5, top right).
This is due to the slightly different dependence on αS,

[CMS-PAS-SMP-12-028]

[Malaescu, Starovoitov ’12]

αs(MZ) = 0.1184± 0.007

No hadronic jet data in world average, yet
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I Separated jets, BFKL vs DGLAP

I dijet cross section
I NLO fixed order too high
I sensitive to higher order effects
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Figure 3. Gap fraction as a function of ∆y for various pT slices. The dijet system is defined as the two

leading-pT jets in the event. The data are compared to the hej and powheg predictions in (a). The ratio of

these theory predictions to the data are shown in (b). The (unfolded) data are the black points, with error

bars representing the statistical uncertainty and a solid (yellow) band representing the total systematic

uncertainty. The darker (blue) band represents the theoretical uncertainty in the hej calculation from

variation of the PDF and renormalisation/factorisation scales. The dashed (red) and dot-dashed (blue)

curves represent the powheg predictions after showering, hadronisation and underlying event simulation

with pythia (tune AMBT1) and herwig/jimmy (tune AUET1), respectively.

tends to produce too much activity across the full phase-space. However, the difference be-

tween powheg+herwig and the data increases with ∆y, reproducing the effect observed with

powheg+pythia.

The dependence of the gap fraction on the veto scale is presented in Fig. 5 for specific regions

of pT and ∆y. The Q0 dependence of the cross-section is useful in studying the colour structure

of the event [51]. The difference between powheg+pythia and powheg+herwig remains large

for all values of Q0. The hej description of the data improves as Q0 approaches pT, a kinematic

configuration more suited to the hej approximations. At large values of pT, none of the theoretical

predictions describe the data well as a function of Q0. In particular, the description of the data is

particularly poor when both pT and ∆y become large, corresponding to the region in which colour

singlet exchange is expected to play an increasingly important role.

Figure 6 shows the mean number of jets in the rapidity interval bounded by the dijet system

– 8 –

5

µ σ7TeV-NLO
2 [nb] σ7TeV-NLO

3 [nb] σ7TeV-NLO
4 [nb]

�HT /2 1175(3) 52.5(0.3) 5.65(0.07)

�HT 1046(2) 54.4(0.2) 5.36(0.04)

�HT /4 1295(4) 33.2(0.4) 3.72(0.12)

TABLE II. Results for two, three and four-jet production with the
same setup as in the five-jet case. All values in units of nb.

µ σ7TeV-LO
6 [nb] σ8TeV-LO

6 [nb]

�HT /2 0.0496(0.0005) 0.0844(0.0010)

�HT 0.0263(0.0003) 0.0452(0.0005)

�HT /4 0.0992(0.0011) 0.1673(0.0021)

where the NNPDF2.3 NLO PDF set with αs = 0.118 has been
used. The jet rates have been measured recently by ATLAS
using the 7 TeV data set [7]. In Fig. 3 we show the data
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FIG. 3. Cross sections for 2-, 3-, 4-, 5- and 6-jet production in
leading and next-to-leading order as calculated with NJET as well
as results from ATLAS measurements [7]. All LO quantities use
NNPDF2.1 with αs(MZ) = 0.119. NLO quantities use NNPDF2.3
with αs(MZ) = 0.118, the 6-jet cross section is only avaiable LO
accuracy.

together with the theoretical predictions in leading and next-
to-leading order. In case of the six jet rate only LO results
are shown. In the lower plot the ratio of theoretical predic-
tions with respect to data is given. With exception of the two
jet cross section the inclusion of the NLO results improves
significantly the comparison with data. For the higher mul-
tiplicities where NLO predictions are available the ratio be-
tween theory and data is about 1.2−1.3. Given that inclusive

cross sections are intrinsically difficult to measure we con-
sider this agreement as remarkable good. In particular for
three-, four- and five-jet production the theoretical predictions
agree within the uncertainties with the data. One should also
keep in mind that a one per cent uncertainty of the collider en-
ergy may lead to sizeable changes in the cross sections. (For
example, the inclusive cross section for top-quark pair produc-
tion changes by about 3% when the energy is changed from
7 TeV to (7±0.07) TeV.) Instead of studying inclusive cross
sections it is useful to consider their ratios since many theo-
retical and experimental uncertainties (i.e. uncertainties due
to luminosity, scale dependence, PDF dependence etc.) may
cancel between numerator and denominator. In particular one
may consider

Rn =
σ(n+1)-jet

σn-jet
. (9)

This quantity is in leading order proportional to the QCD cou-
pling αs and can be used to determine the value of αs from
jet rates. In Fig. 4 we show QCD predictions in NLO using

2 3 4
n
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σ
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NNPDF2.3
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FIG. 4. Theoretical predictions for the jet ratios Rn compared with
recent ATLAS measurements [7]. Theoretical predictions are made
with the central values of the 4 listed PDF sets with NLO αs running.
αs(mZ) = 0.118 for NNPDF2.3, CT10 and ABM11 and αs(mZ) =
0.120 for MSTW2008

different PDF sets together with the results from ATLAS. The
results obtained from NNPDF2.3 are also collected in Tab. III
where, in addition, the ratios at leading order (using the LO
setup with NNPDF2.1) are shown. In case of R3 and R4 per-
turbation theory seems to provide stable results. The leading
order and next-to-leading order values differ by less than 10%.
In addition NNPDF [46], CT10 [48] and MSTW08 [49] give
compatible predictions. ABM11 [50] gives slightly smaller

[Badger, Biedermann, Uwer, Yundin, ’13] [ATLAS, ’11]
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Theoretical improvements
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The NNLO Marketplace

In recent years many new tools developed for NNLO

I all have advantages and disadvantages

analytic FS colour IS colour local

antenna subtraction 3 3 3 7

STRIPPER 7 3 3 3

qT subtraction 3 7 3 3

reverse unitarity 3 7 3 -

Trócsányi et al 7 3 7 3

Antenna subtraction is the only method for computing cross sections with:

I hadronic initial-states

I jets in the final-state (especially more than one jet)

I analytic pole cancellation
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Antenna Subtraction

Subtraction at NNLO

dσ̂ab,NNLO =

∫
Φm+2

dσ̂RR
ab,NNLO

+

∫
Φm+1

[
dσ̂RV

ab,NNLO + dσ̂MF,1
ab,NNLO

]
+

∫
Φm

[
dσ̂V V

ab,NNLO + dσ̂MF,2
ab,NNLO

]
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Antenna Subtraction

Subtraction at NNLO

dσ̂ab,NNLO =

∫
Φm+2

[
dσ̂RR

ab,NNLO − dσ̂S
ab,NNLO

]
+

∫
Φm+1

[
dσ̂RV

ab,NNLO − dσ̂T
ab,NNLO

]
+

∫
Φm

[
dσ̂V V

ab,NNLO − dσ̂U
ab,NNLO

]

dσ̂T
ab,NNLO = −

∫
1

dσ̂S
ab,NNLO + dσ̂V,S

ab,NNLO − dσ̂MF,1
ab,NNLO

dσ̂U
ab,NNLO = −

∫
2

dσ̂S
ab,NNLO −

∫
1

dσ̂V,S
ab,NNLO − dσ̂MF,2

ab,NNLO
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Antenna Subtraction

What is an antenna?

Constructed from physical matrix elements

X0
3 (i, j, k) ∼ |M

0
3(i, j, k)|2

|M0
2(I,K)|2 , X0

4 (i, j, k, l) ∼ |M
0
4(i, j, k, l)|2
|M0

2(I, L)|2
Three main types:

I Quark-antiquark. Derived from the process γ∗ → qq̄ + · · ·

I Quark-gluon. Derived from the process χ̃0 → g̃g + · · ·

I Gluon-gluon. Derived from the process H → gg + · · ·
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Antenna Subtraction

How are they useful?

I smoothly interpolates many unresolved limits

A0
3(i, j, k)

SijkPqg→Q(z) Pqg→Q(z)

i||j j||kj → 0

I analytically integrable. . . and integrated
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Antenna Subtraction

Antenna Subtraction Toolbox

Many tools needed for implementation:

I final-final phase space mappings [Kosower ’03]

I FF X0
3 , X

0
4 , X

1
3 antennae [Gehrmann-De Ridder, Gehrmann, Glover, ’04, ’05]

I integrated FF antennae [Gehrmann-De Ridder, Gehrmann, Glover, ’05]

⇒ e+e− → 3 jets at NNLO [Gehrmann-De Ridder, Gehrmann, Glover, Heinrich,

’07, Weinzierl ’08]

Since then, extended for hadronic initial-states:

I initial-final + initial-initial mappings [Daleo, Gehrmann, Mâıtre, ’07]

I integrated IF X1
3 , X

0
4 [Daleo, Gehrmann-De Ridder, Gehrmann, Luisoni, ’10]

I integrated II X0
4 [Boughezal, Gehrmann-De Ridder, Ritzmann, ’11. Gehrmann, Ritzmann

’12]

I integrated II X1
3 [Gehrmann, Monni, ’11]

All tools exist for hadron-hadron scattering
[Glover, Pires, ’10. Gehrmann De-Ridder, Glover, Pires, ’12. Gehrmann De-Ridder, Gehrmann,

Glover, Pires ,’13. JC, Glover, Wells, ’13. JC, Gehrmann De-Ridder, Glover, Pires, ’14.]
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NNLO dijets

NNLO calculations under way

I pp→ jj [JC, Gehrmann De-Ridder, Gehrmann, Glover, Pires, Wells]

I gg → jj leading colour 3
I gg → jj sub-leading colour 3
I qq̄ → jj leading colour 3
I qg → jj leading colour nearly there!
I gg → jj leading NF in preparation

I ep→ (2 + 1)j [JC, Gehrmann, Niehues]

I pp→ H + j [Chen, Gehrmann, Glover, Jaquier]

I pp→ V + j [JC, Gehrmann De-Ridder, Gehrmann, Glover, Morgan, Piebinga]
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NNLO dijets

NNLO calculations under way

I pp→ jj [JC, Gehrmann De-Ridder, Gehrmann, Glover, Pires, Wells]

I gg → jj leading colour 3
I gg → jj sub-leading colour 3
I qq̄ → jj leading colour 3
I qg → jj leading colour nearly there!
I gg → jj leading NF in preparation

I ep→ (2 + 1)j [JC, Gehrmann, Niehues]

I pp→ H + j [Chen, Gehrmann, Glover, Jaquier]

I pp→ V + j [JC, Gehrmann De-Ridder, Gehrmann, Glover, Morgan, Piebinga]
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NNLO dijets

Example, qq̄ → gggg

Need to perform subtraction for

|M0
6 |2 ∼

∑
P (i,j,k,l)

M0
6 (1q, i, j, k, l, 2q̄)

Double unresolved limits subtracted using,

dσ̂b
NNLO ∼

∑
+ D0

4(1, i, j, k) M0
4 (1̄, (ĩjk), l, 2)

+ F 0
4 (i, j, k, l) M0

4 (1, (ĩjk), (j̃kl), 2)

+ D0
4(2, l, k, j) M0

4 (1, i, (j̃kl), 2̄)

− Ã0
4(1, i, k, 2) M0

4 (1̄, j̃, l̃, 2̄)

I full subtraction term successfully removes all single and double
unresolved divergence
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NNLO dijets

Quark-gluon channel: identity changing collinear limits

Need to perform subtraction for

|M0
6 |2 ∼

∑
P (2,i,j,k)

M0
6 (1q, 2g, i, j, k,Q)

Matrix element can collapse onto different initial states

I quark-gluon, e.g., 2|i|j, i|j|k, Q|i|j etc

I quark-antiquark e.g., 2|i|Q etc

I gluon-gluon e.g. 1|i|Q etc

But subtraction term must make a choice

D0
4(Q, i, j, 2) M0

4 (1, k, 2̄, (ĩjQ))

or

D0
4(Q, i, j, 2) M0

4 (1, k, (ĩjQ), 2̄)

I many spurious divergences
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NNLO dijets

Quark-gluon channel: identity changing collinear limits

Need to perform subtraction for

|M0
6 |2 ∼

∑
P (2,i,j,k)

M0
6 (1q, 2g, i, j, k,Q)

Matrix element can collapse onto different initial states

I quark-gluon, e.g., 2|i|j, i|j|k, Q|i|j etc

I quark-antiquark e.g., 2|i|Q etc

I gluon-gluon e.g. 1|i|Q etc

But subtraction term must make a choice

D0
4(Q, i, j, 2) M0

4 (1, k, 2̄, (ĩjQ))

or

D0
4(Q, i, j, 2) M0

4 (1, k, (ĩjQ), 2̄)

I many spurious divergences



NNLO dijets at the LHC

NNLO dijets

Double real quark-gluon channel tests
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NNLO dijets

Real-virtual quark-gluon channel tests

Quark-gluon initiated FullB3g1(1,2,3,4,5)

1/ε2 1/ε finite
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Quark-gluon initiated FullB3g1(1,2,3,4,5)

1/ε2 1/ε finite
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Quark-gluon initiated FullB3g1(1,2,3,4,5)

1/ε2 1/ε finite
INITIAL COLLINEAR 1//3
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Quark-gluon initiated FullB3g1(1,2,3,4,5)

1/ε2 1/ε finite
INITIAL COLLINEAR 2//3
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NNLO dijets

Preliminary dijet results

Preliminary results for full-colour “gluons only” scattering and leading
colour qq̄ scattering combined

Numerical setup and cuts:

I leading jet transverse momentum pT1 > 80 GeV

I all other jets with at least pT > 60 GeV

I jets with rapidities |y| < 4.4 considered

I anti-kT jet algorithm with R = 0.7

I all scales taken to be common dynamical scale µ = pT1

I MSTW2008NNLO PDF set
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NNLO dijets

Inclusive jet pT distribution

I NNLO correction between ∼ 15% and 26% w.r.t NLO

I K-factor at high pT brought under control
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NNLO dijets

Double differential inclusive jet pT distribution

I NNLO correction between ∼ 15% and 26% w.r.t NLO
I similar effects in other rapidity slices
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NNLO dijets

Double differential exclusive dijet distribution

I NNLO correction ∼ 20% w.r.t NLO
I similar effects in other y∗ slices
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NNLO dijets

Inclusive jet pT scale dependence

Full colour gluons only contribution
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NNLO dijets

Looking to the future

Gluons-only dijet cross section:

I LO: 4.82470× 105 pb

I NLO: 8.52570× 105 pb

I NNLO: 7.63620× 105 pb

Gluons-only NNLO 3/2-jet?

I achievable in near future

I αs determination

5

µ σ7TeV-NLO
2 [nb] σ7TeV-NLO

3 [nb] σ7TeV-NLO
4 [nb]

�HT /2 1175(3) 52.5(0.3) 5.65(0.07)

�HT 1046(2) 54.4(0.2) 5.36(0.04)

�HT /4 1295(4) 33.2(0.4) 3.72(0.12)

TABLE II. Results for two, three and four-jet production with the
same setup as in the five-jet case. All values in units of nb.

µ σ7TeV-LO
6 [nb] σ8TeV-LO

6 [nb]

�HT /2 0.0496(0.0005) 0.0844(0.0010)

�HT 0.0263(0.0003) 0.0452(0.0005)

�HT /4 0.0992(0.0011) 0.1673(0.0021)

where the NNPDF2.3 NLO PDF set with αs = 0.118 has been
used. The jet rates have been measured recently by ATLAS
using the 7 TeV data set [7]. In Fig. 3 we show the data
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FIG. 3. Cross sections for 2-, 3-, 4-, 5- and 6-jet production in
leading and next-to-leading order as calculated with NJET as well
as results from ATLAS measurements [7]. All LO quantities use
NNPDF2.1 with αs(MZ) = 0.119. NLO quantities use NNPDF2.3
with αs(MZ) = 0.118, the 6-jet cross section is only avaiable LO
accuracy.

together with the theoretical predictions in leading and next-
to-leading order. In case of the six jet rate only LO results
are shown. In the lower plot the ratio of theoretical predic-
tions with respect to data is given. With exception of the two
jet cross section the inclusion of the NLO results improves
significantly the comparison with data. For the higher mul-
tiplicities where NLO predictions are available the ratio be-
tween theory and data is about 1.2−1.3. Given that inclusive

cross sections are intrinsically difficult to measure we con-
sider this agreement as remarkable good. In particular for
three-, four- and five-jet production the theoretical predictions
agree within the uncertainties with the data. One should also
keep in mind that a one per cent uncertainty of the collider en-
ergy may lead to sizeable changes in the cross sections. (For
example, the inclusive cross section for top-quark pair produc-
tion changes by about 3% when the energy is changed from
7 TeV to (7±0.07) TeV.) Instead of studying inclusive cross
sections it is useful to consider their ratios since many theo-
retical and experimental uncertainties (i.e. uncertainties due
to luminosity, scale dependence, PDF dependence etc.) may
cancel between numerator and denominator. In particular one
may consider

Rn =
σ(n+1)-jet

σn-jet
. (9)

This quantity is in leading order proportional to the QCD cou-
pling αs and can be used to determine the value of αs from
jet rates. In Fig. 4 we show QCD predictions in NLO using
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FIG. 4. Theoretical predictions for the jet ratios Rn compared with
recent ATLAS measurements [7]. Theoretical predictions are made
with the central values of the 4 listed PDF sets with NLO αs running.
αs(mZ) = 0.118 for NNPDF2.3, CT10 and ABM11 and αs(mZ) =
0.120 for MSTW2008

different PDF sets together with the results from ATLAS. The
results obtained from NNPDF2.3 are also collected in Tab. III
where, in addition, the ratios at leading order (using the LO
setup with NNPDF2.1) are shown. In case of R3 and R4 per-
turbation theory seems to provide stable results. The leading
order and next-to-leading order values differ by less than 10%.
In addition NNPDF [46], CT10 [48] and MSTW08 [49] give
compatible predictions. ABM11 [50] gives slightly smaller
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different PDF sets together with the results from ATLAS. The
results obtained from NNPDF2.3 are also collected in Tab. III
where, in addition, the ratios at leading order (using the LO
setup with NNPDF2.1) are shown. In case of R3 and R4 per-
turbation theory seems to provide stable results. The leading
order and next-to-leading order values differ by less than 10%.
In addition NNPDF [46], CT10 [48] and MSTW08 [49] give
compatible predictions. ABM11 [50] gives slightly smaller

6

Rn ATLAS[7] LO NLO

2 0.070+0.007
−0.005 0.0925(0.0002) 0.0447(0.0003)

3 0.098+0.006
−0.007 0.102(0.000) 0.108(0.002)

4 0.101+0.012
−0.011 0.097(0.001) 0.096(0.003)

5 0.123+0.028
−0.027 0.102(0.001) −−

TABLE III. Results for the jet ratios Rn for the central scale of �HT /2
and NNPDF2.3 PDF set.

results for R3 and R4. Within uncertainties the predictions also
agree with the ATLAS measurements. For R2 a different pic-
ture is observed. First of all the theoretical predictions change
by about −50% when going from LO to NLO. The origin of
this behaviour is traced back to the inclusive two-jet cross sec-
tion which is affected by large perturbative corrections. As a
function of the leading jet pT , all PDF sets agree well with the
3/2 ratio ATLAS data at large pT as shown in figure Fig. 5. In
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FIG. 5. The 3/2 jet ratio as a function of the pT of the leading jet.
ATLAS data is taken from [7]. The cuts are given in section III A
except the jet cone radius which is taken as R = 0.6.

Fig. 6 we compare LO and NLO predictions for Rn as function
of the leading jet pT . While for R3 and R4 the corrections are
moderate for all values of pT we observe large negative cor-
rections independent from pT in case of R2. Most likely the
two-jet rate is very sensitive to soft gluon emission while the
higher jet multiplicities are less affected. As a consequence
the fixed-order calculations fail to give reliable predictions for
the 2-jet rate. A possible improvement could be expected from
soft gluon resummation and matching with parton shower cal-
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FIG. 6. The Rn ratio as a function of the pT of the leading jet.

culations. As long as only fixed-order calculations are used to
predict R2 we do not expect a perfect agreement with the data,
especially in the low pT region. Similar to what has been ob-
served in Fig. 3 the comparison with data shows indeed sig-
nificant discrepancy in R2.

Let us now move on to less inclusive quantities. In Fig. 7
we show the transverse momentum distribution of the lead-
ing jet for five-jet production. Similar to the inclusive quanti-
ties a significant reduction of the scale uncertainty is observed
when going from LO to NLO. Using again the NLO setup to
calculate the LO predictions, the NLO calculation gives very
small corrections. Over a wide range the LO predictions are
modified by less than 10%. A remarkable feature observed
already in the 4-jet calculation [5, 6] is the almost constant
K-factor. Again the dynamical scale seems to re-sum possible
large logarithms which would appear at large transverse mo-
mentum using a fixed scale. Similar findings apply to trans-
verse momentum distribution of the sub-leading jets. In Fig. 8
we show the rapidity distribution of the leading jet, again in
LO and NLO QCD. In the range −2 < η < 2 the distribution
is remarkably flat. Again the NLO corrections are below 10%
for most η values and the K-factor is roughly constant. We
have also investigated differential distributions for a centre-
of-mass energy of 8 TeV. Studying normalized distributions
to account for the increase of the inclusive jet cross section
when going from 7 to 8 TeV we find a remarkable agreement
between the 7 and 8 TeV predictions. As example we present
in Fig. 9 the double-ratio,

1
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[Badger, Biedermann, Uwer, Yundin, ’13]
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Summary

Antenna subtraction a powerful and versatile method for NNLO:

I allows hadronic initial states

I can cope with several final-state jets

I analytic pole cancellation

Dijet observables have a lot to give:

I plentiful data

I much exciting phenomenology to do

I expect quark-gluon channel and phenomonological dijet results soon

Thank you for your attention!
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